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Abstract

We implemented a decision market on 41 systematically selected MTurk social science
experiments published in PNAS between 2015 and 2018. Social scientists (n = 162) traded on
the outcome of direct replications, knowing that the 12 studies with the lowest and the 12 with
the highest final market prices would be selected for replication, along with two randomly
selected studies. The replication rate was 83% for the top-12 and 33% for the bottom-12 group.
The correlation between decision market prices and replication outcomes was 0.505, indicating
some potential for decision markets to select studies for replication. Overall, 54% of the studies
were successfully replicated, with replication effect sizes averaging 45% of the original effect
sizes. These results suggest that the replicability of MTurk experiments is comparable to that of
previous systematic replication projects involving laboratory experiments. All study aspects were

preregistered, and we strictly adhered to our pre-analysis plan.



Main

Can published research findings be trusted? Unfortunately, the answer to this question is all but
straightforward, and the credibility of scientific findings and methods has been questioned
repeatedly’®. A vital tool for evaluating and enhancing the reliability of published findings is to
carry out replications, which can be used to sort out true positive findings from false positives. In
recent years, several systematic large-scale replication projects in the social sciences have
been published''®. While the results of these studies have generally been discouraging—with
replication rates around 50% for findings previously reported as statistically significant in the
literature—, the studies have substantially increased the interest in independent replications™.
However, as it is time-consuming and costly to conduct replications, there is a need for a
mechanism to decide which replications to prioritize to facilitate efficient and effective usage of
resources’®?®. In this study, we test the feasibility of one potential method to select which
studies to replicate. Building on previous work using prediction markets to forecast
replicability™ %2425 we adapt this methodology into what is referred to as decision markets?®-2°,
Decision markets are similar to prediction markets**-*2, but differ in that the market outcomes
determine which studies to replicate.

To provide a “proof of concept” of using a decision market as a mechanism to determine which
studies to replicate, we first identified all social science experiments published in the
Proceedings of the National Academy of Sciences (PNAS) between 2015 and 2018 that fulfilled
our inclusion criteria for (i) the journal and period; (i) the platform on which the experiment was
performed (Amazon Mechanical Turk; MTurk); (iii) the type of design (between-subjects or
within-subject treatment design); (iv) the equipment and materials needed to implement the
experiment (the experiment had to be logistically feasible for us to implement); and (v) the
results reported in the experiment (that there is at least one statistically significant p < 0.05 main
or interaction effect in the main text). Based on our inclusion criteria, we identified 44 articles,
three of which have been excluded due to a lack of feasibility, leaving us with a final sample of
41 articles?®% (see Methods for details on the inclusion criteria). For each of these articles, we
identified one critical finding with p < 0.05 that we could potentially replicate (see Methods for
details and Supplementary Table 1 for the hypotheses tested in the 41 studies).

We then invited social science researchers to participate as forecasters in both a prediction
survey and an incentivized decision market on the 41 studies. In the survey, the forecasters
independently estimated the probability of replication for the 41 studies. In the decision market,
they could trade on whether the result of each of the 41 studies would replicate. Participants in
the decision market received an endowment of 100 tokens corresponding to USD 50, and 162
participants made a total of 4,412 trades. Traders in the market were informed about the
preregistered decision mechanism: The 12 studies with the highest and the 12 studies with the
lowest market prices were to be selected for replication; additionally, two randomly selected
studies (out of the remaining 17 studies) are replicated to ensure incentive compatibility (see
Methods for details).
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Replication sample sizes were determined to have 90% power to detect % of the effect size
reported in the original study at the 5% significance level in a two-sided test (with the effect size
estimates having been converted to Cohen’s d to have a common standardized effect size
measure across the original studies and the replication studies; see Methods for details). If
sample size calculations led to replication sample sizes smaller than in the original study, we
targeted the same sample size as in the original study. The average sample size in the
replications (n=1,018) was 3.5 times as large as the average sample size in the original
studies (n = 292). All replications were carried out online at MTurk as in the original studies.

Prior to starting the survey data collection (that preceded the decision market and replications),
we preregistered’*’® an analysis plan (“replication report”’) for each of the 41 potential
replications at OSF after obtaining feedback from the original authors (https://osf.io/sejyp). After

the replications had been conducted, the replication reports of the 26 studies selected for
replication were updated with the results of the replications (and potential deviations from the
protocol) and were posted to the same OSF repository. We also preregistered an overall
pre-analysis plan at OSF before starting the data collection, detailing the study's design and all
planned analyses and tests (hiips://osf.io/xsp6g). Unless explicitly stated, all analyses and tests
reported in the manuscript have been preregistered and adhere exactly to our pre-registered
analysis plan. Section 4 in the Supplementary Methods details any deviations from the planned
design and analyses for the 26 replications. We preregistered two primary replication indicators
and two primary hypotheses. The two primary replication indicators are the relative effect size of
the replications and the statistical significance indicator for replication (i.e., whether or not the
replication results in a statistically significant effect with p < 0.05 in the same direction as the
original effect), which was the replication outcome predicted by forecasters in the survey and
the decision market. In our two primary hypotheses, we conjecture that (i) the decision market
prices positively correlate with the replication outcomes and (ii) the standardized effect sizes in
the replications are lower than in the original studies. All hypotheses are evaluated using
two-tailed tests, and—following Benjamin et al.*—we interpret results with p <0.005 as
“statistically significant evidence,” whereas results with 0.005<p <0.05 are considered
“suggestive evidence.”

Results

Replication outcomes and decision market performance. Fig. 1 and Supplementary Table 2
show the results for the decision markets where the final market price can be interpreted as the
predicted replication probability. The predicted probabilities of replication range from 20.9% to
92.9% for the 41 studies, with a mean of 57.6% (sd = 23.6%). The average predicted probability
for the 26 studies eventually selected for replication is 58.5%, suggesting that the studies
selected for replication are “representative” of all the 41 studies in terms of the predicted
replication rate. Fig. 1 also delineates the replication outcomes based on the statistical
significance indicator, which allows for gauging the relationship between the decision market
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prices and the replication outcomes. In Fig. 2 and Supplementary Table 3, we show the
replication results for the 26 studies selected for replication. Of the 26 studies, 14 (53.8%;
95% CI [33.4%, 73.4%)]) replicated successfully according to the statistical significance indicator.
The point-biserial correlation between decision market prices and the binary replication
outcome, testing our first primary hypothesis, is r=0.505 (95% CI [0.146, 0.712]; #(24) = 2.867,
p =0.008; n=26). Thus, in support of our first primary hypothesis, we find suggestive evidence
of a positive association between decision market prices and replication outcomes. As a related
secondary hypothesis, we test if the replication rate is lower among the 12 studies with the
lowest decision market prices than for the 12 studies with the highest decision market prices.
The replication rate is 33.3% (95% CI [9.9%, 65.1%]) for the studies in the “bottom-12” group
and 83.3% (95% CI [51.6%, 97.9%]) for the studies in the “top-12” group, yielding suggestive
evidence also in support of our secondary hypothesis test (Fisher’'s exact test; y*(1) = 6.171,
p =0.036; n=24).

Relative effect sizes. The mean effect size of the 26 replication studies (in Cohen’s d units) is
0.253 (sd = 0.357) compared to 0.563 (sd = 0.426) for the original studies, implying a relative
average effect size of 45.0%; the difference in effect sizes is statistically significant, supporting
our second primary hypothesis of systematically smaller effect sizes in the replications
(Wilcoxon signed-rank test; z=4.203, p < 0.001; n = 26). The relative effect size can also be
estimated for each study separately and varies between -17.0% and 136.2%, with a mean of
41.1% (95% CI [24.5%, 57.7%]). For the 14 studies that replicated according to the statistical
significance indicator, the first and the second relative effect size measures as defined above
are 69.5% and 72.0% (95% CI [54.8%, 89.3%]), indicative of some inflation in original effect
sizes also for true positives. The two relative effect size measures for the 12 studies that failed
to replicate according to the statistical significance indicator are 3.2% and 5.0% (95% CI
[-2.6%, 12.5%]), respectively. Fig. 3 illustrates the relationship between the original and
replication effect sizes.

Secondary replication indicators. We also preregistered four secondary replication indicators:
the small-telescopes approach’’, the one-sided default Bayes factor’®, the replication Bayes
factor’®, and the fixed-effects weighted meta-analytic effect size (see Methods for details). When
relying on the small-telescopes approach, testing if the replication effect size is smaller than a
“small effect,””” 15 studies (57.7%; 95% Cl [36.9%, 76.6%]) are considered successful
replications (Supplementary Figure 1 and Supplementary Table 4). The one-sided default Bayes
factor (BF,,) indicates the strength of evidence in favor of the alternative hypothesis as opposed
to the null hypothesis. BF,, exceeds one for the 14 studies (53.8%; 95% CI [33.4%, 73.4%]) that
replicated according to the statistical significance indicator, with strong evidence (BF., > 10) for
the tested hypothesis for nine studies (34.6%; 95% CI [17.2%, 55.7%]); BF., is below 1 for the
12 replications (46.2%; 95% Cl [26.6%, 66.6%]) that failed to replicate according to the
statistical significance indicator, with strong evidence (BF., < 0.1) for the null hypothesis for
seven studies (26.9%; 95% CI [11.6%, 47.8%)]) based on the evidence categories proposed by
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Jeffreys®® (Supplementary Figure 2 and Supplementary Table 4). The one-sided replication
Bayes factor (BFg) indicates the strength of additional evidence in favor of the alternative
hypothesis as opposed to the null hypothesis, given the already acquired evidence based on the
original data set’. Replication Bayes factors lead to similar conclusions as the one-sided default
Bayes factors, with BFg, > 10 for ten studies (38.5%; 95% CI [20.2%, 59.4%]) and BFg, < 0.1 for
seven studies (26.9%; 95% CI [11.6%, 47.8%]) one exception to this is the study by Cooney et
al.*®, for which the default Bayes factor exceeds one (BF., = 8.01) but the replication Bayes
factor is below one (BFg, = 0.23) due to the replication effect size being only about a third of the
original effect size and a larger sample size in the replication compared to the original study
(Supplementary Figure 2 and Supplementary Table 4). The meta-analytic effect size is
statistically significant at the 5% level for 16 studies (61.5%; 95% CIl [40.6%, 79.8%]) and
significant at the 0.5% level for 14 studies [53.8%; 95% CI [33.4%, 73.4%]); see Supplementary
Figure 3 and Supplementary Table 4. The meta-analytic effect sizes should be interpreted
cautiously as the original effect sizes are likely to be overestimated on average due to
insufficient statistical power (and potentially due to questionable research practices)®'#. Overall,
the various replication indicators yield congruent binary conclusions for 23 of the 26 replications.

Survey forecasts vs. decision market predictions. We tested three additional preregistered
secondary hypotheses based on the survey beliefs about replication (see Supplementary
Table 5 for the survey results). The point-biserial correlation between average survey beliefs
and the replication outcomes based on the statistical significance criterion is r=0.476 (95% CI
[0.107, 0.694]; t(24) = 2.650, p =0.014; n=26). The survey beliefs and the decision market
prices are—as expected—positively correlated with a Pearson correlation of 0.899 (95% CI
[0.814, 0.944]; t(39) = 12.830, p < 0.001; n = 41) (Fig. 4a). The final secondary hypothesis tests
if the prediction accuracy, measured in terms of the absolute prediction error and the Brier score
(i.e., the squared prediction error), is higher for the decision market than the survey (Fig. 4b).
The mean absolute prediction error and the mean Brier score are 0.353 and 0.188 for the
decision market, and 0.421 and 0.202 for the survey, respectively, implying suggestive evidence
for higher accuracy for the market forecasts based on the absolute prediction error (Wilcoxon
signed-rank test: z=2.172, p=0.030; n=26) but not the Brier score (Wilcoxon signed-rank
test: z=1.181, p = 0.238; n = 26).

Beliefs about the impact of the Covid-19 pandemic on replicability. A potential issue raised
by some original authors in giving feedback on the replication reports prior to the data collection
was that the replicability of some original results might be affected by the implications of the
Covid-19 pandemic (as the original studies were conducted before the pandemic). We evaluate
this possibility in a preregistered exploratory analysis, relying on the forecasters’ beliefs about
the impact of the pandemic on replicability. As part of the prediction survey, participants were
asked to judge whether the pandemic would have affected the likelihood of successful
replication, measured on a scale from -3 (“the pandemic has definitely decreased the
probability of replication”) to 3 (“the pandemic has definitely increased the probability of
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replication”). We test if the average response to this question differs from zero using a
one-sample t-test for each of the 26 replications, and we test if the average response across all
26 studies differs from 0. We find a statistically significant result for four and a suggestive result
for two replications on beliefs that Covid-19 has affected the replication probability
(Supplementary Table 5). For the six studies with suggestive or statistically significant evidence,
the estimate is negative for two studies and positive for four; only in two of the cases does the
sign of the expectation match the eventual replication outcome. For the average belief about the
impact of the pandemic on replicability across the 26 studies of 162 forecasters (who were
active in the decision markets), there is suggestive evidence that the mean of 0.039
(sd =0.190) differs from zero ({(161) = 2.598, p = 0.010; n = 162). Somewhat surprisingly—and
in contrast to the concerns raised by some of the original authors—there is thus a tendency for
forecasters to believe that the pandemic has increased the average likelihood that the studies
will replicate. However, the magnitude of the effect is small (d = 0.204; 95% CI [0.049, 0.360]).
In addition, we tested, estimating the point-biserial correlation, if the average belief (per study)
about the pandemic’s impact on replicability correlates with the replication outcomes based on
the statistical significance indicator; we do not find a statistically significant association
(r=0.014, 95% CI [-0.360, 0.382]; t(24) = 0.068, p = 0.946; n = 26). The non-significant and
close-to-zero correlation provides some reassurance that experts from the field, on average, do
not expect that the pandemic would have substantially compromised the replication results. Yet,
we cannot rule out that Covid-19 has entailed effects on replicability not foreseen by the
scholars participating in the survey. Forecasters’ beliefs about the pandemic’s impact on
replicability are also neither statistically significantly correlated with the final decision market
prices (r=0.387, 95% CI [-0.008, 0.669]; {(24) = 2.055, p = 0.051; n=26) nor the average
survey belief of replication (r=0.347, 95% CI [-0.053, 0.644]; {(24) = 1.815, p = 0.082; n = 26),
although the point estimates of the correlations are quite sizeable.

Discussion

Replications are essential to assess and enhance the credibility of scientific claims, but
replications are costly. A mechanism to determine which claims to prioritize is needed to
allocate replication resources efficiently. This study serves as a proof of concept for one
potential mechanism: decision markets.

We found suggestive evidence (p < 0.05) for our first primary hypothesis that final decision
market prices correlate with replication outcomes, r=0.505. This result suggests that decision
markets show some potential as a mechanism to determine which findings to prioritize for
replication. However, the observed effect size is somewhat smaller than the effect size of
r=0.67 presumed in our a priori power calculations (see Methods for details). The correlation is
within the range of previous prediction markets on systematic replication projects with
correlations of 0.42 in the Replication Project: Psychology (RPP)'*%, 0.30 in the Experimental
Economics Replication Project (EERP)™, and 0.84 in the Social Sciences Replication Project
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(SSRP)'™, but we expected a stronger correlation because we selected studies with the highest
and the lowest prices for replication. Consistent with the primary hypothesis test, there is also
suggestive evidence of a difference in the replication rate between the “top-12” (10 of 12) and
“‘bottom-12” (4 of 12) in our secondary hypothesis test. The difference of 50 percentage points is
also reflected in the difference between the forecasted replication rates of 86.6% ("top-12") vs.
29.6% ("bottom-12") in the decision market. However, the small sample size suggests caution
against drawing firm conclusions about whether decision markets are appropriate for selecting
studies for replication.

The pooled evidence from previous prediction market studies on replication outcomes suggests
that markets are somewhat more accurate than surveys?, although the difference tends to be
small. These indications are consistent with our results, yielding suggestive evidence of higher
accuracy in terms of the absolute prediction error but not in terms of the squared prediction error
(Brier score). The correlation between the average survey beliefs and the replication outcomes
was almost as high for the survey as the prediction market (0.476 vs. 0.505). Since surveys are
less resource-intensive, simple polls can be an expedient alternative to decision markets for
selecting which studies to replicate, even if they should be somewhat less accurate. However, a
caveat in interpreting the prediction accuracy of surveys in this context is that participants may
put more effort into the survey, knowing that they will later participate in an incentivized decision
or prediction market. Another potential method for selecting which studies to replicate would be
to rely on the original p-value for studies reporting statistically significant results®. The
point-biserial correlation (not pre-registered) between the original p-value and the replication
outcome is -0.400 (p=0.043; 95% CI [0.014, 0.648]) and comparable in magnitude to
correlations of —0.33 in the RPP", —0.57 in the EERP", and -0.40 in the SSRP'°. Although the
prediction accuracy appears to be somewhat lower for original p-values than market and survey
forecasts?®, relying on p-values may well be considered a practical alternative as it does not
involve any additional data collection. Another possibility would be to use predicted replication
probabilities from machine learning models to select studies for replication. There has been
some progress in developing such models®*®¢ but evidence on whether they outperform
markets or surveys is yet missing. Other potential mechanisms for selecting which studies to
replicate include relying on general or study-specific characteristics (e.g., connection to theory,
surprise factor, sample size, effect size)'®, relying on cost-benefit considerations'”'®, employing
Bayesian strategies'®, determining the “replication value™®, adopting empirical audit and
review?'!, or using predictions from laypeople®*%,

Using decision markets to select the studies with the highest and lowest predicted probabilities
for replication is just one of many potential selection rules for this methodology. Our goal was to
test whether a decision market could separate true positives from false positives, and we aimed
to maximize the statistical power of detecting an association between market prices and
replication outcomes. For the practical application of decision markets, the choice of the
selection mechanism will largely depend on the objective function. One selection rule would be
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to choose the studies with the highest predicted false positive likelihood, i.e., the studies with
the smallest market prices (in addition to randomly selected studies to ensure incentive
compatibility). This decision mechanism would align with the objective of identifying and
correcting false discoveries in the literature to facilitate an efficient allocation of resources for
follow-up investigations. Another selection rule would be to replicate the studies with market
predictions close to 50%, which reflects the highest possible uncertainty or disagreement
regarding the likelihood of the original finding being genuinely true. Providing additional
evidence on these claims could maximize the information value of replication studies, as
well-powered replications will move the probability that the tested hypothesis is genuinely true
towards 0% or 100%.

For our second primary hypothesis, we found strong evidence that original effect sizes are
inflated on average compared to replication effect sizes, with a relative average effect size of
45%. This is comparable to previous systematic replication studies, with relative average effect
sizes of 49% in the RPP", 59% in the EERP", and 54% in the SSRP'®. The replication rate of
54% based on the statistical significance indicator is also similar to previous replication studies,
with 36% in RPP', 61% in the EERP™, and 62% in the SSRP'. The ability of the statistical
significance indicator to discriminate between true positives and false positives depends on
replication power, and the relative average effect size of the studies that failed to replicate
should be close to zero if the systematic replication study successfully separates false positives
from true positives. The relative average effect size of the 12 studies that failed to replicate
according to the statistical significance indicator was 3.2%, which is close to zero and consistent
with a successful separation between true positives and false positives. But also true positive
findings can be expected to have exaggerated effect sizes in the published literature due to a
lack of statistical power®'2, In line with this, we found a relative average replication effect size of
69.5% for the 14 studies that successfully replicated based on the statistical significance
indicator. These findings are consistent with similar analyses in the SSRP' in which the mean
relative effect size among the studies that failed to replicate according to the statistical
significance indicator was 0.3%, and the mean relative effect size among the studies that
replicated successfully was 73.1%. This illustrates how the combination of statistical
significance and relative effect size can contribute to revealing possible false positives and true
positives with exaggerated effect sizes.

Previous systematic replication studies have focused on laboratory experiments rather than
online experiments. Concerns have been raised over data quality in online data collections
using “crowd workers,” as via MTurk®¥-*3, and part of the rationale for zeroing in on experiments
conducted via MTurk was that we tend to share these concerns. However, the results of this
study do not suggest that replicability is substantively lower for experiments conducted via
MTurk compared to experiments conducted in physical laboratories for studies published in top
journals; more evidence is needed to draw strong conclusions. Relatedly, the predicted average
replicability rate of 57.6% in the decision market—despite widespread concerns about data


https://www.zotero.org/google-docs/?8F0w6h
https://www.zotero.org/google-docs/?BedJAw
https://www.zotero.org/google-docs/?v2Hm7s
https://www.zotero.org/google-docs/?aa33GF
https://www.zotero.org/google-docs/?9CJtIH
https://www.zotero.org/google-docs/?ISX5xE
https://www.zotero.org/google-docs/?RuhOUo
https://www.zotero.org/google-docs/?Q7WisN
https://www.zotero.org/google-docs/?Gf8iuh

quality on MTurk—is within the range of replication rate forecasts in previous prediction markets
of 56% in the RPP?*, 75% in the EERP", and 63% in the SSRP". We used IP quality checks®*
to minimize the chances of low-quality participant data (see Methods for details), screening out
participants before the random assignment into treatments. In total, across all 26 replications,
29% of the participants who accepted a “human intelligence task” (HIT) failed the IP check and
were excluded (this descriptive result was not preregistered; see Methods for further details).
The replication results from our study should thus not be extrapolated to MTurk experiments not
using a comparable screening procedure.

A successful replication, on its own, does not provide valid evidence for the tested hypothesis. A
finding can be replicable and be based on an invalid experimental design, leading to biased
results. An example of this would be an online design that systematically results in more attrition
in one experimental treatment, causing selection bias in favor of the tested conjecture.®’
Likewise, a failed replication, on its own, does not provide direct evidence against the tested
hypothesis. A finding can be unreplicable and based on an invalid experimental design, leaving
the hypothesis untested. Although the replication rate for online experiments in our study
appears to be similar to previous laboratory evidence, it does not necessarily imply that online
and laboratory experiments provide equally valid evidence of the tested hypotheses.

In this proof-of-concept investigation of decision markets for assessing replicability, decision
markets show potential as a tool for selecting studies for replications, but further work is needed
to draw strong conclusions. We also observe that the replication rate of social science
experiments based on data collections via MTurk published in PNAS is comparable to previous
systematic replication projects of experimental studies in the social sciences, primarily based on
lab experiments.

Methods

We preregistered an analysis plan for the project at OSF on October 7, 2021, prior to starting
the survey data collection (that preceded the decision market and replications), which detailed
the design of the study and the exact analyses for all planned analyses and tests
(https://osf.io/xsp6g). Unless explicitly mentioned in the main text, we adhere exactly to our
pre-analysis plan. The information in this Methods section follows the pre-analysis plan (PAP;
with some of the information from the pre-analysis plan reported in the Supplementary Methods,
Sections 1-3).

Prior to starting the survey data collection, we also preregistered an analysis plan (“replication
report”) for each of the 41 potential replications included in the decision market at OSF after
obtaining feedback from the original authors (https://osf.io/sejyp). After the replications had been

conducted, the 26 replication reports of the replications selected for replication by the decision
market were updated with the results of the replications and posted at the same OSF repository.
Any deviations from the preregistered analysis plans for the 26 replications are detailed in the
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26 “post-replication reports” and listed in Supplementary Methods, Section 4. We provided all
original authors the opportunity to comment on the replication results (without a particular due
date) and make the comments publicly available as we receive them alongside the
post-replication reports on OSF (https://osf.io/sejyp).

Below, we provide further details on the inclusion criteria, the decision market setup and the
survey, the replications, and the replication rate indicators included in the study. The
preregistered analyses and tests were divided into descriptive results of the replication rate
among the 26 replicated studies and hypothesis tests. The preregistered descriptive results
were furthermore divided into primary replication indicators and secondary replication indicators,
and the pre-registered hypothesis tests were divided into (i) primary hypotheses, (ij) secondary
hypotheses, and (iii) exploratory analyses. See Supplementary Methods, Section 3, for more
details about the preregistered hypothesis tests and exploratory analyses.

Inclusion criteria for studies

We reviewed all PNAS articles from 2015-2018 and searched for the terms Amazon
Mechanical Turk, MTurk, and Turk. We included all social sciences articles that fulfilled our
inclusion criteria for (i) the journal and time period, (i) the platform on which the experiment was
performed (MTurk), (i) the type of design (between-subjects or within-subject treatment
design), (iv) the equipment and materials needed to implement the experiment (the experiment
had to be logistically feasible for us to implement), and (v) the results reported in the experiment
(that there is at least one statistically significant p < 0.05 main or interaction effect in the main
text). Based on the inclusion criteria, we identified 44 articles. After contacting the original
authors, we ended up with 41 articles (the three excluded articles®**" involved either software or
platforms that no longer existed or methods we were unfamiliar with). In these 41 articles, we
identified at least one critical finding that we could replicate. In cases where several studies in
the same article fit the inclusion criteria, we randomly picked one of the studies; this was the
case for 17 of the 26 replicated studies (Ames and Fiske®, Atir and Ferguson®*, Baldwin and
Lammers®, Boswell et al.*”, Cooney et al.**, Genschow et al.*®, Gheorghiu et al.*’, Halevy and
Halali*®, Hofstetter et al.’?, John et al.’®, Jordan et al.*’, Klein and O’Brien®, Kouchaki and
Gino®', McCall et al.®®, Rai et al.®®, Stern et al.”", and Williams et al.”®). In cases where the
(randomly picked) study contained several conditions, we randomly picked which to compare to
the control condition. After that, we looked for the central result with p < 0.05 for that particular
study. If there were several statistically significant results, one was selected at random.
Needless to say, the replication results only pertain to the single central result selected per
paper, and the replication outcome does not necessarily generalize to other results reported in
the original articles. For convenience, we refer to the replications as “replication of [study
reference],” though.
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For Cheon and Hong*', the result chosen for replication is reported as part of a 2x2 ANOVA in
the original article; since the paper does not report the main effect, the original authors kindly
provided us with the corresponding estimates. For Gheorghiu et al.*’, the result to be replicated
is only reported with its p-value in the paper; a precise estimate of the test statistic has been
obtained from a re-analysis of the original data, which the original authors kindly provided. For
the study by Kraus et al.’?, we could not reproduce the result reported in the original article
using the original data. The original authors acknowledged that there had been a reporting error
in the original article. For the replication, we use the analysis described in the paper; the effect
size and the test statistic reported in the original paper were replaced by the re-estimated result.
For the study by Williams et al.”®, the focal hypothesis test in the replication is based on a
composite score of five suites of behavior (which are tested separately in the original article) to
have a single test. The original authors report tests on composite measures in the Supporting
Information of their article too, and they approved the choice to investigate the replicability of the
focal hypothesis using a composite score. These changes are transparently reported in the
replication reports for each study (see https://osf.io/sejyp for details).

Decision market and prediction survey

We invited researchers to voluntarily participate in the decision market through public mailing
lists (ESA and JDM lists) and social media (e.g., Twitter/X); we also emailed colleagues asking
them to distribute the call for participants within their professional networks. Participants were
required to hold a Ph.D. degree or to be a Ph.D. student currently. In the decision market,
participants bet on whether or not the specific result chosen for each study would replicate
based on the statistical significance indicator (p < 0.05 in the replication and an effect in the
same direction as in the original study) as a criterion for replication (thus a binary outcome, as
discussed below). Prior to the decision market, participants filled out a survey where we asked
them to assign a probability of successful replication to each of the 41 results. The survey is
available at https://osf.io/a24zg. Completing the survey was a prerequisite for participating in the

markets. We started the recruitment of participants for the decision market on October 4 (2021),
and we started sending out the prediction survey on October 8 to those who had signed up for
the study (participants who signed up after October 8 received the survey invitation a few days
after their registration). The deadline for registering as a participant was October 29, and the
deadline for completing the survey was November 5. Overall, 289 participants signed up to
participate and were forwarded the link to the survey; 193 participants started the survey, and
162 completed it by the due date.

In the survey, we asked participants to assess, for each replication study, (i) the likelihood that
the hypothesis will successfully replicate (on a scale from 0% to 100%); (ii) their stated expertise
for the study/the hypothesis (on a scale from 1 to 7); and (iii) whether they believe the pandemic
has affected the likelihood of replication. The question about the pandemic was measured on a
scale from -3 (“the pandemic has definitely decreased the probability of replication”) to 3 (“the
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pandemic has definitely increased the probability of replication”); the 0 midpoint implies that they
do not think that the pandemic has affected the probability of replication. The survey concluded
with some (optional) demographic questions. The survey was not incentivized.

The decision market opened on November 8 (2021) and closed after two weeks on November
22 (and before the decision market opened, participants had at least one week to complete the
prediction survey). In the decision market, participants could trade (bet) on whether they
expected the 41 studies to replicate. While participants had the opportunity to bet on the
replication outcome of the 41 studies, we did not carry out replications for all 41 studies, but the
final decision market prices determined which studies to replicate. We replicated the 12 studies
that had the highest and the 12 studies that had the lowest market prices when the market
closed. Additionally, two out of the remaining 17 studies were randomly selected for replication
to ensure a non-zero probability for each study to be replicated (i.e., we replicated
12 + 12 + 2 = 26 studies in total). The decision rule for which studies to replicate was based on
final market prices and was common knowledge to the market participants; the instructions
(provided to participants who completed the prediction survey by the due date) are available at

https://osf.io/a24zq/.

We chose 12 studies with the lowest predicted probability and 12 studies with the highest
predicted probability based on a power calculation using the pooled data from our previous
prediction market studies?®. The power calculations were conducted by randomly sampling 41
studies from the dataset described in Gordon et al.?® in a simulation with 10,000 iterations and
then selecting the forecasts and outcomes from the 12 studies with the lowest predicted
probability, the 12 studies with the highest predicted probability, and two random studies. We
failed to set a random seed for the simulation when the study was conducted, implying that the
pre-registered power estimates could not be numerically reproduced when we wrote up the
study results. For full transparency, we report the power estimates included in the PAP in
parentheses below for full transparency. The median point-biserial correlation coefficient across
the 10,000 runs is 0.671 (reported as 0.66 in the PAP), and we have 91.0% power (reported as
>90% in the PAP) to detect a statistically significant correlation (n = 26) between the decision
market prices and the replication outcomes at the 0.5% level and 99.4% power (reported as
>95% in the PAP) to detect a statistically significant correlation at the 5% level, which is our first
primary hypothesis test. As a secondary hypothesis test, we test if the fraction of studies that
successfully replicate differs between the 12 studies with the highest and the 12 studies with the
lowest predicted replication probabilities using Fisher’s exact test. Applying the same sampling
approach as for primary hypothesis 1, the median difference in replication rates between the 12
studies with the highest and the 12 studies with the lowest market prices is 0.663; the
secondary test (n = 24) has 66.5% power at the 0.5% level (reported as 66% in the PAP) and
94.9% power at the 5% level (reported as 95% in the PAP). The code for the power simulations
is available at https://osf.io/47drs.
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Implementation of the decision market. We used a web-based trading platform, similar to the
ones used in Camerer et al."' and identical to the one used in Botvinik-Nezer et al.%. The
trading platform involves two main views: (i) the market overview and (ii) the trading page. The
market overview listed the 41 assets (i.e., one corresponding to each study) in tabular format,
including information on the current price for buying a share and the number of shares held
(separated for long and short positions). Via the trading page, which was shown after clicking on
any of the assets, participants could make investment decisions (i.e., buy or sell shares) and
view price developments in graphical format for the particular asset.

Trading and incentivization. Decision market participants received an endowment of 100
tokens corresponding to USD 50. Once the markets opened, market participants could use the
tokens to trade shares of the assets available in the market. An automated market maker,
implementing a logarithmic market scoring rule®, determined the assets’ prices. At the
beginning of the markets, all assets were valued at 0.50 tokens per share. The market maker
calculated the share price for each infinitesimal transaction and updated the price based on the
scoring rule. With this mechanism, participants had incentives to invest according to their
beliefs?®2°, With the logarithmic scoring rule, the price p for an infinitesimal trade is determined
as p=e + (e’* + 1), where s denotes the net sales (shares held — shares borrowed) that the
market maker has done so far in a market; the liquidity parameter b determines how strongly the
market price is affected by trade and was set to b = 100, implying that by investing ten tokens,
traders could move the price of a single asset from 0.50 to about 0.55. Decision market
participants were paid only for studies chosen for replication (based on their final holdings).
Participants received one token per correct share for the replications with the 12 lowest and 12
highest final market prices. For the two randomly selected replications, participants received
17 + 2 =8.5 tokens for each share; for replications that were not selected for replication,
participants received no compensation for their holdings. We followed this procedure to keep
information revelation in the decision market incentive-compatible, with the increased payouts
for the randomly selected studies compensating for the “voided” shares in studies not selected
for replication. Participants were paid after all 26 replications had been completed.

Participation. A total of 193 participants completed the prediction survey (a prerequisite to
participate in market trading) and were subsequently invited to trade on the decision market. Of
these 193 participants, 162 (83.9%) traded in the market at least once. During the two-week
trading period, a total of 4,412 transactions were recorded. On average, each trader prompted
27.2 transactions (sd =30.7; min=1, max=185). The average number of traders per
hypothesis was 65.1 (sd = 15.3; min = 35, max = 98); the average number of transactions
recorded per hypothesis was 107.6 (sd = 35.2; min =56, max = 213). See Supplementary
Table 2 for descriptive statistics on the trading activity for each market.
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Replications

The replications started in January 2022 and were completed in October 2023. The replications
were planned and pre-registered by five replication teams: a team at CalTech, LMU, and
Wharton; a team at the Stockholm School of Economics; a team at the National University of
Singapore; a team at the University of Amsterdam; and a team at the University of Innsbruck.

Participants in replication studies. All replications were carried out at Amazon Mechanical
Turk as in the original studies. We ensured that participants could only participate once using
the same account in a specific study. If the original study had not specified a HIT approval rate,
we recruited participants with a HIT approval rate of at least 95%; if the original study had
specified a higher approval rate, we applied the same requirement as used in the original study.

Before forwarding participants to each study, we forwarded the I[P addresses to
https://www.ipqualityscore.com/ for a quality check to minimize the chances of low-quality
participant data (we initially planned to use this filter ex-post but during the data collection of the
first two replication studies of Klein & O’Brien®® and Halevy & Halali*® we decided to set it up so
that the IP address quality check happened before participants got redirected to the study).
Participants for whom one or more of the following was true could not proceed with participating
in the study: fraud score = 85; TOR = True; VPN = True; Bot = True; abuse velocity = high. This
means that, for example, participants were not allowed to use a virtual private network (VPN) or
Tor connections or participate if they had IP addresses that had recently engaged in automated
bot activity (the VPN exclusions were made ex-ante, i.e., before participants were redirected to
the study, for 4 studies and ex-post for 22 studies). Thereafter, in all replications, participants
were first shown a Captcha and then provided informed consent. After this, we included an
attention check that participants had to pass to proceed to the study (with the exception of
Reeck et al.?%; see Section 4 in the Supplementary Information for details). The attention check
was implemented in addition to any other potential attention check(s) used in the original study.
All these exclusions based on the “quality filters” were preregistered, but the pre-analyis plan did
not specify if participants would be excluded before or after participating in the study.

The individual replication studies sometimes also used additional exclusion criteria that are
detailed in the preregistered replication report for each replication (we tried to use the same
exclusion criteria for the replications as used in the original studies as much as possible). The
replication sample sizes defined below are the sample sizes after any exclusions of participants.

Replication sample sizes. The replications were carried out with high statistical power.
Replication sample sizes were based on having 90% power to detect % of the effect size
reported in the original study (with the effect size converted to Cohen’s d to have a common
standardized effect size measure across the original studies and the replication studies). See
Supplementary Methods, Section 1, for more details about the power calculations and
replication sample sizes. The criteria for replication were an effect in the same direction as the
original study and a p-value < 0.05 (in a two-sided test). In cases where this power estimation
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led to a sample size smaller than the original one, we used the same sample size as in the
original study. The average replication sample (7= 1,018) size was 3.5 times as large as the
average sample size of the original studies (M= 292). We continued the data collection for each
replication until we reached at least the preregistered sample size after exclusions for that
replication, and this led to slightly larger replication sample sizes than preregistered in all
replications except one (as it is not possible with exclusion criteria to get an exact sample size
as the number of exclusions is not known ex-ante).

Conversion of effect sizes to Cohen’s d. We converted the effect sizes of all the original
studies and all the replication studies to Cohen’s d to have a standardized effect size (the effect
size in the original study was always assigned a positive sign; the effect size in the replication
study was assigned a positive sign if the effect was in the same direction as in the original study
and a negative sign if the effect was in the opposite direction of the original study). See
Supplementary Methods, Section 2 for details about the conversion of effect sizes to Cohen’s d.

Replication reports. For each of the 41 studies, we prepared a pre-replication plan/report
stating the hypothesis we had chosen from each paper and how we planned to proceed with the
replication study. These reports were shared with the original authors for feedback, and at least
one original author from each paper replied. These pre-replication reports were posted at OSF

(https://osf.io/sejyp at the same time as the pre-analysis plan and prior to the start of the
prediction survey (that preceded the decision markets and the replication data collections). For
those studies that were selected for replication, we have updated the replication reports with the
replication results after the replications were completed. After sharing them with the original
authors for feedback, we have posted the updated replication reports at OSF as well
(https://osf.io/sejyp). Additionally, we reached out to the original authors for their comments on
the replication reports and results. We promised to make their comments available along with
the replication reports, and any comments received can be found at https://osf.io/sejyp.

Subject payments. We standardized payments across all replications such that studies had a
certain show-up fee depending on the expected length of the study. In particular, we paid an
hourly fee of USD 8.00 for all studies, and we calculated the show-up fee for each study based
on the expected length of the study. For all studies, we implemented a minimum payoff of
USD 1.00. For studies with incentive payments, we used the same incentive payment as in the
original study, paid in addition to the show-up fee. If we faced problems in recruiting participants,
we increased the show-up fee, which happened for two studies*®*2.

Replication indicators

Statistical significance criterion (primary replication indicator). The first primary replication
indicator was the statistical significance criterion — i.e., whether the replication resulted in an
effect size in the same direction as the original study and a two-sided p-value less than 0.05.
Unless otherwise stated above, we used the same statistical test as in the original study. We
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report the replication rate (i.e., the fraction of the 26 studies that replicated according to this
criterion) and the 95% Clopper-Pearson CI of this fraction in the Results section. We also report
the 95% Cl of the replication effect size for each of the 26 replication studies in Fig. 2
(normalized such that the original effect size equals one) and Supplementary Table 3.

Relative effect sizes (primary replication rate indicator). As a second primary replication
indicator, we used relative effect sizes. Relative effect sizes were estimated in two different
ways. We report the mean effect size of all 26 replications and compare it to the mean effect
size of the 26 original studies (see also primary hypothesis test 2 below). We furthermore
estimate the relative effect size of each replication (the replication effect size divided by the
original effect size) and estimate the mean of this variable for the 26 replication studies and the
95% CI of this mean (based on a one-sample t-test). We report both of these measures of the
relative effect size separately for the replications that replicate and those that do not. These
results are reported in the Results section, Fig. 3, and Supplementary Table 3.

Small-telescopes approach (secondary replication indicator). We also used the
small-telescopes approach’’. For this indicator, we estimated whether the replication effect size
was significantly smaller (using a one-sided test at the 5% level) than a “small effect,” defined as
the effect size the original study would have had 33% power to detect. For studies using t-tests
(or F-tests converted to a f-test statistic), we based “the small effect size” on the effect size that
a t-test had 33% power to detect (at the 5% level in a two-sided test); and for studies using
z-test statistics (or chi-square tests converted to a z-test statistic), we based “the small effect
size” on the effect size that a z-test had 33% power to detect (at the 5% level in a two-sided
test). To test whether the replication effect size was significantly smaller than “the small effect
size” in a one-sided test at the 5% level, we estimated a 90% CI of the replication effect size.
We tested if the 90% CI overlapped the small effect size, with Cls constructed as described in
Supplementary Methods, section 2. If the effect size in the replication was significantly smaller
than this “small effect size,” the result was considered a failed replication; otherwise, it was
considered successful. We report the fraction of studies that replicate according to this criterion
and the 95% Clopper-Pearson CI of this fraction. The small-telescopes results are reported in
Supplementary Figure 1 and Supplementary Table 4.

Bayes factors (secondary replication indicators). We also compute the one-sided default
Bayes factors on the replication data, allowing us to obtain the strength of evidence in favor of
the hypothesis that stipulates an effect in the direction of the original experiment (where a
default prior in terms of a truncated Cauchy distribution with scale 0.707 was assigned to the
size of the effect) versus the null hypothesis that stipulates the effect to be absent’®. In addition,
we also computed (one-sided) replication Bayes factors, which quantifies the additional
evidence for the hypothesis given the evidence already provided by the original study’. These
results are reported in Supplementary Figure 2 and Supplementary Table 4. We use the
evidence categories proposed by Jeffreys® to interpret the Bayes Factors. A detailed report on
the estimation of the Bayes factors is available at https://osf.io/47drs/.
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Meta-analytic effect sizes (secondary replication indicator). We estimated the meta-analytic
estimate of the effect size by combining the original result and the replication result in a
fixed-effect meta-analysis. We report the fraction of the 26 studies that replicated according to
the 0.05 and the 0.005 significance threshold and the 95% Clopper-Pearson CIl of these
fractions. We also use the stricter 0.005 significance threshold as a replication indicator for the
meta-analytic effect sizes because this is similar to observing two studies (an original study and
a replication study) that are significant at the 0.05 level. We report these results in the Results
section, Supplementary Figure 3, and Supplementary Table 4.
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Data and Code Availability

The data reported in this paper is tabulated in Supplementary Tables 1-5. The replication
reports (both the pre-replication and the post-replication versions), the pre-analysis plan, the
data from the survey and the decision market, the data for each of the 26 replications, and the
analysis scripts generating all results, figures, and tables reported in the main text and the
Supplementary Information are available at the project’'s OSF repository (https://osf.io/sk82q).
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Fig. 1. Decision market prices for the 41 included studies. Plotted are the decision market
prices for the 41 MTurk social science experiments published in PNAS between 2015 and 2018.
The small gray dots indicate the market prices after each market transaction; the larger dots
indicate the final market price. The studies are ordered based on the final decision market
prices, which can be interpreted as the market’s probability forecast of successful replication.
The 12 studies with the highest decision market prices and the 12 studies with the lowest
decision market prices were selected for replication; in addition, two of the remaining 17 studies
were selected for replication at random to ensure that the decision market is incentive
compatible. The replication outcomes for the statistical significance indicator are also illustrated
for the 26 replicated studies. The point-biserial correlation between the decision market prices
and the replication outcomes in primary hypothesis 1 is r=0.505 (95% CI [0.146, 0.712],
t(24) = 2.867, p = 0.008; n = 26).
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Fig. 2. Replication results. Plotted are the point estimates and the 95% Cls of the 26
replications (standardized to Cohen’s d units). The standardized effect sizes are normalized
such that one equals the original effect size. Studies within each of the three panels (top-12,
random, bottom-12) are sorted based on the relative effect size. There is a statistically
significant effect (p <0.05) in the same direction as the original study for 14 out of 26
replications (53.8%; 95% CI [33.4%, 73.4%]). For the 12 studies with the highest decision
market prices, there is a statistically significant effect (p < 0.05) in the same direction as the
original study for 10 out of 12 replications (83.3%; 95% CI [51.6%, 97.9%]). For the 12 studies
with the lowest decision market prices, there is a statistically significant effect (p < 0.05) in the
same direction as the original study for 4 out of 12 replications (33.3%; 95% CI [9.9%, 65.1%]).
Our secondary hypothesis test provides suggestive evidence that the difference in replication
rates between the top-12 and the bottom-12 group is different from zero (Fisher’s exact test;
x*(1)=6.171 p = 0.036; n = 24).
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Fig. 3. Relationship between original and replication effect sizes. Plotted are the original
and replication effect sizes for each of the 26 replication studies (the effect sizes of both the
original and replication studies are standardized to Cohen’s d units). The mean effect size of the
26 replication studies is 0.253 (sd =0.357) compared to 0.563 (sd = 0.426) for the original
studies resulting in a relative effect size of 45.0%, confirming our second primary hypothesis
(Wilcoxon signed-rank test; z=4.203, p <0.001; n=26). The relative effect size of the 13
replications that have been successfully replicated according to the statistical significance
indicator is 69.5%, and the relative effect size of the 13 studies that did not replicate is 3.2%.
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Fig. 4. Relationship between decision market prices and mean survey beliefs and
forecasting accuracy. a, Plotted are the decision market prices and the mean survey beliefs
about replication for the 41 studies included in the decision market and the survey; the color
coding highlights the replication outcomes for the 26 replicated studies. The decision market
prices and the mean survey beliefs about replication are highly correlated with a Pearson
correlation of r=0.899 (95% CI [0.814, 0.944]; #(39) = 12.830, p < 0.001; n = 41). b, Plotted are
the absolute prediction errors and the Brier scores (the squared prediction errors) for the
decision market and the prediction survey for the 26 replicated studies. There is suggestive
evidence of higher prediction accuracy for the decision market in terms of the absolute
prediction error (0.353 for the decision markets and 0.421 for the survey; Wilcoxon signed-rank
test: z=2.172, p=0.030; n=26), but not in terms of the Brier score (0.188 for the decision
markets and 0.202 for the survey; Wilcoxon signed-rank test: z = 1.181, p = 0.238; n = 26))
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